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ABSTRACT

In this article, we present an open source neuroinformatics platform for exploring, analyzing,
and validating distilled graphical representations of high-dimensional neuroimaging data
extracted using topological data analysis (TDA). TDA techniques like Mapper have been
recently applied to examine the brain’s dynamical organization during ongoing cognition
without averaging data in space, in time, or across participants at the outset. Such TDA-based
approaches mark an important deviation from standard neuroimaging analyses by distilling
complex high-dimensional neuroimaging data into simple—yet neurophysiologically valid
and behaviorally relevant—representations that can be interactively explored at the
single-participant level. To facilitate wider use of such techniques within neuroimaging and
general neuroscience communities, our work provides several tools for visualizing,
interacting with, and grounding TDA-generated graphical representations in neurophysiology.
Through Python-based Jupyter notebooks and open datasets, we provide a platform to assess
and visualize different intermittent stages of Mapper and examine the influence of Mapper
parameters on the generated representations. We hope this platform could enable researchers
and clinicians alike to explore topological representations of neuroimaging data and
generate biological insights underlying complex mental disorders.

AUTHOR SUMMARY

To develop biologically grounded psychiatric diagnosis, researchers and clinicians need tools
for distilling complex high-dimensional neuroimaging data into simple yet interactive and
clinically relevant representations. Further, for translational outcomes, these representations
should be conceivable at the single-participant level. Topological data analysis techniques
such as Mapper allow generation of these representations. Here, we introduce a set of tools
that can facilitate wider acceptance of Mapper within the neuroscience community and
provide a series of easy-to-follow steps for visualizing Mapper-generated graphical
representations. We provide detailed examples to reveal the “under-the-hood” workings of
Mapper.

INTRODUCTION

Capturing and quantifying dynamic fluctuations in neuronal activity is critical for under-
standing how the brain dynamically reorganizes during ongoing cognition. Although current
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Dynamical neuroimaging spatiotemporal representations using TDA

neuroimaging technologies enable us to measure brain function at very high spatiotempo-
ral resolutions, most traditional approaches to neuroimaging data analysis invariably collapse
high-resolution neuroimaging data across spatiotemporal scales at the outset (Preti, Bolton,
& Van De Ville, 2016). The resulting loss of spatiotemporal precision impedes the interpreta-
tion of such high-dimensional neuroimaging data and may obscure important detail related
to temporal dynamics and individual differences. For better translational outcomes, there is a
need for interactive data-driven methods for analyzing and visualizing neuroimaging data that
are capable of delivering behaviorally relevant insights at the single-participant level without
collapsing spatiotemporal data at the outset.

Several innovative methods have been proposed to examine and quantify fluctuations in
both functional activity (Karahanoğlu & Van De Ville, 2015; Liu & Duyn, 2013; Liu, Zhang,
Chang, & Duyn, 2018) and connectivity (Preti et al., 2016; Shine et al., 2015; Xu & Lindquist,
2015). These approaches provide valuable insights; however, they cannot uncover the threshold-
free optimal spatiotemporal scale that best captures behaviorally relevant dynamics (Preti
et al., 2016). More recently, an approach based on topological data analysis (TDA) calledTopological data analysis (TDA):

Applied mathematical approach to
analyzing datasets using techniques
from algebraic topology and
providing information about the
shape of complex data.

Mapper (Carlsson, 2009; Lum et al., 2013; Singh, Mémoli & Carlsson, 2007) has been used to

Mapper:
TDA-based technique for extracting
graphical descriptions of point cloud
data based on the idea of
filter-guided partial clustering.

graphically represent the brain’s overall dynamical organization (i.e., the shape graph) without

Shape graph:
Compressed network representation
generated by Mapper; nodes
correspond to local clusters and
edges connect nodes that share data
points.

arbitrarily collapsing data in space or time (Saggar et al., 2018). Intuitively, Mapper helps con-
struct a skeletonized graph of a high-dimensional dataset to encapsulate the original shape of
the data by representing similar points as more closely linked than dissimilar points in the gen-
erated shape graph. For example, in case of studying anatomical heterogeneity across partici-
pants, the data points could be individual participants themselves and the Mapper-generated
graph would link participants with similar anatomical features closer as compared with par-
ticipants with dissimilar anatomy. Mapper-generated representation is analogous to generating
a subway map that can capture the essential features of a system while potentially reduc-
ing the effect of noisy data. Further, the generated representations can be interactively visual-
ized, quantified in a variety of ways using graph theory, validated by anchoring them to brain
anatomy, and constructed at the level of individual participants or populations, making them
suitable for exploratory and translational research purposes.

Although several different Mapper software allow construction of such shape graphs for any
kind of data that can be represented as a matrix (including neuroimaging data), to our knowl-
edge, none of these tools were designed with explicit built-in support for visualization and
analysis of those graphs in the context of neuroscience (see Table 1). Moreover, while software
packages have been developed specifically for neuroimaging data analysis and visualization,
none of these tools were designed specifically to work with shape graphs produced by Mapper.
As such, integrating Mapper with existing neuroimaging tools into a full data analysis pipeline
poses a steep learning curve and a significant challenge for many neuroscience researchers. To
overcome these hurdles, we believe researchers need tools that connect Mapper with existing
neuroimaging software.

In light of this need, we developed DyNeuSR, an open source platform for exploring, an-
alyzing, and validating topological properties and neurophysiological correlates of Mapper-
generated graphs (see Figure 1). The DyNeuSR toolkit and source code are available at our
website (Geniesse, Sporns, Petri, & Saggar, 2018).

In this paper, we provide some examples to illustrate the key features of DyNeuSR. First,
we introduce Mapper and its workings using a synthetic 3-D trefoil knot dataset. Using the
trefoil dataset, we also compare Mapper with other traditional dimensionality reduction

Dimensionality reduction:
Process of selecting and extracting
features from data to reduce the
number of random variables under
consideration.
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Table 1. A survey of available Mapper software.

Software Programming language License Built-in support for neuroscience Link

Ayasdi Python Proprietary No ayasdi.com

KeplerMapper Python MIT No github.com/MLWave/kepler-mapper

Python Mapper Python GPL No danifold.net/mapper

TDAmapper R GPL No github.com/paultpearson/TDAmapper

MapperTools Python GPL No github.com/alpatania/MapperTools

The table provides a quick overview of existing Mapper software, including whether the respective software has built-in support for
neuroscience applications (e.g., relating shape graphs of neuroimaging data to neurophysiology correlates).

techniques. Second, we introduce the features of DyNeuSR using a real neuroimaging dataset
(Haxby et al., 2001). Specifically, we show how to (a) visualize and annotate shape graphs
with meta-information; (b) anchor shape graphs into brain anatomy and physiology; and (c)
quantify shape graphs to capture transitions in brain activity. Together, these demonstrations
highlight how DyNeuSR provides a simple interface between Mapper and neuroimaging data
analysis and visualization.

RESULTS

The results are presented in two parts. First, we use DyNeuSR to introduce, visualize, and
motivate Mapper on a synthetic 3-D trefoil knot. Second, we use DyNeuSR to analyze and
interpret shape graphs generated from a real neuroimaging dataset. To view the respective
code and results, please refer to the Jupyter notebook provided in Supplemental Data 1 and 2
(Supporting Information).

Figure 1. Overview of DyNeuSR. Once the Mapper graph is generated using any of the existing
tools listed in Table 1, DyNeuSR allows for annotating using meta information, anchoring graph
nodes in to neurophysiology, and capturing temporal (or over samples) variations.
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Introducing and Visualizing Mapper

Formally, Mapper produces the topological skeleton of a dataset by combining together the
dataset and a map defined on it (Carlsson, 2009; Lum et al., 2013; Singh et al., 2007). With
these two elements, it computes a cover of the codomain of the map, which is the actualCover:

Set of overlapping bins of data points
produced by the partitioning of the
data along one or more filters
defined on that data.

skeleton. In practice, this process can be summarized in four stages: (a) slicing the data;
(b) binning data points according to slices from the first stage; (c) clustering data points within
each bin; and (d) linking the clusters that share points across bins.

To better understand these stages, DyNeuSR provides tools for visualizing how data are
transformed at each stage. See Figure 2 for a visual representation of each stage. In the fol-
lowing section, we discuss how the trefoil knot data are transformed during each of the four
stages of Mapper. We then highlight the advantages of Mapper as compared with standard
dimensionality reduction methods.

Stages of Mapper. High-dimensional data are transformed into a lower dimensional graphical
representation as it passes through the four stages of the Mapper algorithm. The first stage of
Mapper involves filtering high-dimensional data into a lower dimension. Note that this filteringFiltering:

First stage of Mapper where
low-dimensional views (embeddings)
of data are constructed in order to
guide partial clustering in later
stages.

step is not equivalent to standard dimensionality reduction; instead, the filters in Mapper are
used as lenses to slice the data. The shape of the data captured in the later stages and final
output of Mapper often depend on how the data were sliced, and thus, the choice of filter
function and Mapper parameters is critical (see the Discussion section). The ability to slice
data in several ways, however, makes this tool extremely versatile for data exploration and
feature extraction (Phinyomark, Ibanez-Marcelo, & Petri, 2017). For the 3-D trefoil knot data,
filtering along any subset of the three dimensions will produce a simple lens that is easy to
visualize (see Figure 2). The shape graph shown in Figure 2 was generated using the first and
second dimensions of the 3-D trefoil knot data as a lens; however, other pairs of dimensions
produce similar results (see Supplemental Figure 1A; Supporting Information).

After filtering the data using a lens, the data are sliced or binned along each filter dimension
in the lens into overlapping bins, that is, a cover parameterized by resolution (R) and gain (G).
Here, the resolution corresponds to the number of bins and the gain to the relative overlap
between them. The shape graph of the trefoil data shown in Figures 2 and 3 was generated
using a low resolution (R = 6) and a high gain equivalent to an 80% overlap between bins

Figure 2. Visualizing the Stages of Mapper. This figure shows the results from a visual inspection
of Mapper intermediates for synthetic data sampled from a 3-D trefoil knot.
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Figure 3. Visualizing the advantages of Mapper. This figure compares representations of the syn-
thetical 3-D trefoil knot generated using traditional dimensionality reduction techniques, including
linear (e.g., PCA) and nonlinear (e.g., t-SNE) approaches with one generated using Mapper. A sub-
set of the data points can be mapped from the high-dimensional space (top) to each of the low-
dimensional representations (bottom). Note, blue and green points within the subset of data are
separated by the third dimension in the high-dimensional space. PCA (A) and t-SNE (B) both fail to
resolve this separation—the blue and green points are positioned similarly in the reduced-dimension
space. In contrast, Mapper (C) represents these points as two different unconnected nodes in the
shape graphs. Since Mapper performs clustering on the original three-dimensional data, the blue
and green points are assigned to different clusters because of the separation in the third dimen-
sion. Further, the same shape graph is shown in two different layouts, revealing that the result is in
fact a circle. For additional results showing how Mapper recovers an actual topological circle, see
Supplemental Figure 1 (Supporting Information).

(G = 5). Supplemental Figure 1B (Supporting Information) provides similar results using differ-
ent resolution and gain parameters.

The third stage pertains to partial clustering of data points within each bin. Any cluster-
ing method can be used, and, importantly, the clustering is performed in the original
high-dimensional space. This clustering step compresses the original data by grouping similar
data. Because of the overlap between bins, any two adjacent bins along each filter dimension
can share data points. In the last step, adjacent bins with non-empty intersection (i.e., with
common data points) are joined together into a simplified skeleton representation of the
original data.

Advantages of Mapper. With respect to standard dimensionality reduction techniques,
Mapper is advantageous because it combines dimensionality reduction with clustering in
the original high-dimensional space. Standard dimensionality reduction techniques can only
project data points to a lower dimensional space, where the analysis is then performed. Thus,
regardless how accurate the projection, these methods are bound to lose some of the in-
formation contained in the dataset for the sake of interpretability. Conversely, Mapper uses
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information from the lower dimensional lens to augment the information present in the origi-
nal high-dimensional space.

The trefoil knot example is particularly illustrative. Standard dimensionality reduction tech-
niques yield complicated overlapping patterns in two dimensions (Figure 3A and 3B), while
Mapper utilizes two-dimensional projection information jointly with clustering in three dimen-
sions to return nonoverlapping clusters at the intersection points of the knot (emphasized in
Figure 3C). This allows Mapper to tease apart the real structure of the trefoil knot: a topological
circle. For additional results, see Supplemental Figure 1 (Supporting Information).

Analyzing and Interpreting Shape Graphs

In this section, we demonstrate three different ways to extract insights from shape graph rep-
resentations of real brain activity data with DyNeuSR. Specifically, we explore the functional
magnetic resonance imaging (fMRI) dataset from a study on face and object recognition in the
human ventral temporal cortex (Haxby et al., 2001). Data were collected while visual stim-
uli from eight different categories (e.g., faces, cats, five categories of man-made objects, and
scrambled control) were presented to six different subjects across 12 sessions (per subject).
Here, we applied Mapper to the fMRI brain activity patterns of response measured in the ven-
tral stream, which is a major pathway involved with object identification and recognition. For
each of the six subjects, the input to Mapper was a matrix with time frames as rows and voxels
as columns. Specifically, we used 242 time frames from Sessions 4 and 5, and voxels from each
subjects’ ventral temporal cortex (e.g., 577 voxels for the first subject). KeplerMapper (Saul &
van Veen, 2017) was used to generate the shape graphs. We used Stochastic Neighborhood
Embedding (t-SNE; Maaten & Hinton, 2008) as a nonlinear lens for filtering, and a resolution

Stochastic Neighborhood
Embedding:
Nonlinear method for projecting
high-dimensional data into a
low-dimensional space in a way
that preserves local structure in
the original space.

of 17 and gain of 3 (i.e., 66.7% overlap) as cover parameters for binning. We also explored a
linear lens (PCA) to examine the Haxby dataset; please see Supplemental Figure 2 (Supporting
Information) for more information.

In the following subsections, we will describe three different ways that the shape graph
can be related to neurophysiology using DyNeuSR. Supplemental Data 2 (Supporting Infor-
mation) includes a Jupyter notebook containing the code used to download and prepare the
data, generate the shape graphs using Mapper, and perform the analyses of the shape graphs
using DyNeuSR.

Visualizing and Annotating Shape Graphs. The shape graphs generated by Mapper provide a
mapping between data points in the original dataset and nodes in the shape graph. This map-
ping can also be used to annotate the shape graph using additional meta-information not used
in the analysis (e.g., target variables or outcomes). DyNeuSR makes it easy to annotate and
color nodes in the shape graph based on the meta-information.

To demonstrate this, we annotated nodes in each of the six subjects’ shape graphs based
on the categories of stimuli presented at each time frame. For each time frame, we know the
category of visual stimulus presented. Thus, every node can be assigned a set of stimulus labels
corresponding to the set of time frames contained in that node. These assignments can be used
for annotating (or coloring) the shape graph. To represent the relative proportion of the different
stimulus labels assigned, DyNeuSR represents each node as a pie chart.

DyNeuSR provides a user interface for visualizing and interacting with the shape graph (see
Supplemental Figure 4 for an example; Supporting Information). Using this interface, we were
able to quickly visualize the different proportions of visual stimuli associated with the nodes
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in the shape graph, as well as different regions of the shape graph corresponding to differ-
ently colored nodes. With this visualization alone, researchers can glean insights into how sep-
arable (or not) different kinds of visual stimuli are based on their respectively evoked brain
activation patterns.

For example, Figure 4 shows the shape graph generated and annotated for the first Haxby
participant. The nodes corresponding to time frames during which the brain was processing
images of faces (annotated using orange color) appear to be highly interconnected and local-
ized in the shape graph. In comparison, the nodes corresponding to houses (annotated using
green color) are localized in a different part of the graph and entirely disconnected from the
orange-colored nodes for face stimuli. From this comparison, we might hypothesize that the
brain processes these two categories quite differently. Supplemental Figure 3 (Supporting In-
formation) provides shape graphs for all participants in the Haxby dataset.

The annotated shape graph can be further analyzed to study similarities within and between
partitions of the data based on the connectivity of nodes in the shape graph. For example,
Figure 4 (right panel) shows the similarity of data associated with visual stimuli within the same
category and between different categories. This similarity matrix can be estimated for a single
subject by examining connectivity of nodes within and between each stimulus category. For
example, the heatmap shown in Figure 4 (right panel) implies slightly higher similarity of nodes
associated with faces and cats stimuli, suggesting some overlap in how the brain processes and
represents these stimuli categories in the ventral temporal cortex—reminiscent of the represen-
tational overlap proposed in the original study (Haxby et al., 2001). This example illustrates a
potential use of the annotation property of DyNeuSR to both qualitatively and quantitatively
examine hidden relationships between different event types in neuroimaging data.

Though annotation and visualization alone can provide some initial insight, it is important
to interpret the shape graph in context of the data that were used to generate it. In this case,

Figure 4. Annotating the shape graph with meta-information. The left panel shows how the shape graph can be annotated and colored with
DyNeuSR. Nodes in the shape graph are represented as pie charts to help visualize the different categories of visual stimuli associated with
each node (e.g., faces, houses). The annotated shape graph can be analyzed, for example, to examine category specificity. In the right panel,
the similarity of categories is shown for the first subject from the Haxby dataset. This similarity can be estimated by comparing the connectivity
of nodes corresponding to the different stimulus categories in the Mapper-generated shape graph.

Network Neuroscience 769

https://www.mitpressjournals.org/action/showImage?doi=10.1162/netn_a_00093&iName=master.img-005.jpg&w=539&h=194


Dynamical neuroimaging spatiotemporal representations using TDA

images of the brain can be mapped to the nodes for a more neuroscientific interpretation of
brain processing across these categories, as discussed next.

Anchoring Shape Graphs into Brain Anatomy. To anchor the shape graph properties into anatomy
and neurophysiology, spatial maps of brain activity from samples (or time frames) within each
shape graph node and the corresponding neighboring nodes can be averaged and overlaid onto
an anatomical image of the brain. In addition to mere averaging, more advanced techniques
like Spatial Mixture Modeling can also be used (Saggar et al., 2018).

Figure 5 shows several spatial brain activation patterns in the ventral stream estimated from
nodes corresponding to resting state, three different categories of visual stimuli, and control
stimuli (i.e., scrambled images). These anatomical overlays were estimated by averaging over
spatial maps of brain activity associated with time frames sharing (or linking to) one or more
similar nodes in the shape graph. It is important to note that because nodes in the shape graph
contain samples (or time frames) that are very similar, and not necessarily sequential, averaging
over these samples has been previously shown to be effective in capturing task-related brain
activation patterns at the highest temporal resolution (Saggar et al., 2018).

Using the Haxby dataset as an example, one could explore how spatial maps of brain activ-
ity evolve over time as the participant transitions from one kind of stimuli to another. Further,
the individual variations in such evolution could be used a potential biomarker for var-
ious mental disorders. In Supplemental Movie 1 (Supporting Information), we provide such
an exploration of brain activation patterns over time extracted from the Mapper-generated
shape graph.

Capturing Temporal Transitions in Brain Activity. DyNeuSR can also be used to capture tempo-
ral dynamics and transitions in data based on the shape graph. To estimate temporal transitions
in brain activity, the compressed shape graph can be transformed back to the original space

Figure 5. Anchoring the shape graph into brain anatomy. Here, average spatial maps of brain activity in the ventral temporal cortex esti-
mated for individual time frames associated with different categories of visual stimuli are shown for the first subject from the Haxby study.
Supplemental Figure 5 (Supporting Information) depicts this feature with the user interface.
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of samples (or time frames). Such transformation then allows for examining relationships in
the data at the highest level of temporal resolution (Saggar et al., 2018). This transformation is
done by converting a Mapper-generated shape graph into an adjacency matrix in the tempo-
ral domain (i.e., a temporal connectivity matrix, TCM). Here, the time frames are considered
connected (or similar) if they share a node in the shape graph or if the nodes containing these
time frames are connected by an edge in the shape graph. Remarkably, the degree of TCM
corresponds to the similarity of brain activation patterns captured at individual time frames
and can be used to identify temporal transitions between different states of brain activity
(at the level of individual time frames).

Figure 6 shows the temporal connectivity matrix from the first Haxby participant. The onset,
duration, and offset of stimulus blocks and the associated temporal connectivity and degree of
TCM are shown for four different categories of visual stimuli. Qualitative analysis confirms that
the temporal connectivity can reveal these temporal transitions at the level of individual time

Figure 6. Capturing temporal transitions with shape graphs. (A) The shape graph and the temporal connectivity matrix (TCM) are shown for
the first subject to illustrate how the shape graph can be projected back into the time domain. (B) The average temporal connectivity across
subjects is shown for time frames associated with each of the different stimulus categories, illustrating how the degree of TCM can capture the
onset and offset of stimulus blocks. The colored bars represent different categories of visual stimuli, and white space between colored bars
represents rest.
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frames, and a time frame by time frame analysis suggests that the degree of TCM can capture
both onset and offset of stimulus blocks for different categories of visual stimuli (colored bars
in Figure 6). These results are similar to those reported by Saggar et al. (2018), where transitions
between different types of cognitive tasks were captured from whole-brain activity. Our results
help to validate this approach to characterizing dynamic aspects of brain activity. More work
will be required, however, to extend the approach to capture transitions in brain activity when
no stimulus information is provided, for example, during rest.

DISCUSSION

In this paper, we introduce DyNeuSR, an open source Python platform for exploring, ana-
lyzing, and anchoring Mapper-generated topological graphs into known neurophysiological
correlates. Specifically, DyNeuSR was designed to help users (a) annotate Mapper-generated
shape graphs with meta-information; (b) anchor shape graphs to known neuroanatomical cor-
relates; and (c) study topological properties of shape graphs to capture temporal transitions
between coactivated brain patterns. We hope DyNeuSR will enable and encourage the larger
neuroscience community to harness Mapper-based methods more effectively.

Prior Work

Although TDA-based Mapper technique was recently developed (Singh et al., 2007), it has
already been successfully applied to a variety of datasets. Outside of the neuroscience field,
Mapper has been productively applied to reveal the shape of genetic data in breast cancer
patients, where the shape graph was used to identify a unique subgroup of patients that ex-
hibit 100% survival and no metastasis (Nicolau, Levine, & Carlsson, 2011). Mapper has also
been used to characterize transient intermediate or transition states of biomolecular folding
pathways (Yao et al., 2009), and to reveal implicit subgroups within the U.S. House of Repre-
sentatives based on voting behavior (Lum et al., 2013).

Within neuroscience and neuroimaging fields, Mapper has been mostly employed at the
population or group level to parse heterogeneity in data and identify subgroups that portray
unique characteristics. For example, Mapper has been recently used to parse heterogeneity in
patient populations and to identify clinically distinct neurophenotypes in children with fragile
X syndrome (Bruno et al., 2017; Romano et al., 2014); patients with osteoarthritis (Pedoia et al.,
2018; Rossi-deVries et al., 2018); patients with myalgic encephalomyelitis/chronic fatigue syn-
drome (Nagy-Szakal et al., 2017); inpatients with serious mental illness (Madan et al., 2017);
patients with mild traumatic brain injury (Nielson et al., 2015); and individuals diagnosed with
attention-deficit/hyperactivity disorder (Kyeong et al., 2015).

Unlike group-based studies, one unique feature of Mapper is that it allows users to extract
insights at the level of individual participants, thereby helping users better understand individ-
ual differences in the brain’s dynamical organization (Saggar et al., 2018). Whereas standard
neuroimaging analyses typically average or collapse the data into lower dimensional repre-
sentations early on during the analysis, Mapper retains information about the original high-
dimensional space throughout the analysis. Thus, the representations produced by Mapper
could thereby provide novel measures of the neurophysiology underlying observed behavior.
In the future, research should be done to assess whether Mapper-generated representations are
robust and sensitive for predicting translational outcomes as well as for grounding psychiatric
illnesses in biological mechanisms. DyNeuSR is designed to support both group-based and
individual-based applications of Mapper.
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Mapper has also been hypothesized to help visualize neural state-space traversal using dy-
namical networks (Khambhati, Sizemore, Betzel, & Bassett, 2018). As shown here, when ap-
plied to the Haxby visual decoding dataset, the DyNeuSR platform allows exploration of the
continuous unfolding of brain dynamics across each time frame. Further, by allowing annota-
tion of shape graphs based on meta-information (e.g., category of visual stimuli presented),
DyNeuSR also enables multimodal data exploration. Lastly, individual nodes in the shape
graph can be anchored into neurophysiological correlates and examined across the period
of one or more scans using interactive tools provided in the DyNeuSR platform.

Future Applications

Over the last 10 years, there has been a huge surge in collecting and aggregating spatio-
temporally rich neuroimaging data. Further, advances in technology have enabled more shar-
ing of data across the world. In 2014, more than 8,000 MRI datasets alone were shared
online (Poldrack & Gorgolewski, 2014). To take advantage of this widespread access to spatio-
temporally rich high-dimensional datasets, novel methods are needed to extract computational
insights that are robust against noise, reproducible, and biologically valid. The ultimate aim is
to produce methods that can translate neuroscientific knowledge into clinical applications.

We argue that methods like TDA-based Mapper are well-suited for this challenge. As shown
previously, Mapper can be employed at the population level to parse out heterogeneity and
reveal the underlying structure of the data when applied at the individual level. Further, unlike
traditional machine learning algorithms, Mapper makes fewer assumptions about the under-
lying data; represents the underlying structure as a combinatorial object (i.e., graph), whose
topological properties can be easily quantified; and provides coordinate and deformation in-
variance properties, making it suitable for examining within and between participants’ data
(Carlsson, 2009). Lastly, because of the partial clustering step, Mapper-based analysis is com-
putationally robust to handle very large datasets.

Cognitive and clinical neuroscientists have started incorporating macroscopic imaging
methods into assessments of brain dynamics to develop more personalized diagnostic and ther-
apeutic strategies (Williams, 2017). DyNeuSR anchors topological data analysis into anatom-
ical structure, enabling potentially quick data analysis for practical clinical use. For example,
there are many cases of brain dysfunction or disease that manifest as changes in the dynamical
landscape of brain activity (Du et al., 2018, 2017). Thus, it should be possible to discriminate
between these dysfunctional brain dynamics and disordered cognitive states, and DyNeuSR
has the potential to enable such discrimination in a research or clinical setting.

Topological data analysis offers compact and insightful visualization of high-dimensional
neuroimaging data, and as a result, facilitates the characterization of large-scale structural
and functional brain networks. Although the examples presented here focus on fMRI data,
the core components of DyNeuSR can be easily extended to a diversity of other applications
and data types. For example, future research plans include extending DyNeuSR to structural
connectivity estimated from diffusion tensor imaging (DTI). It should also be noted that TDA
approaches are amenable to other sources of neuroscience data as well, including invasive
neurophysiological, optical imaging, and spike recordings obtained from model organisms.

Limitations

One of the major limitations of Mapper is that the topology of shape graph highly depends
on the chosen filter function (e.g., linear vs. nonlinear) and resolution/gain parameters. While
the topological observables are typically robust by construction to parameter perturbations, as
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shown in Saggar et al. (2018), it would be still very useful to quantify the effect of perturbations
in parameter or filter space. Carrière, Michel, & Oudot (2018) attempted to automate parameter
selection; however, it remains unclear how to compare Mapper graphs obtained from different
filter functions. Such comparisons would likely require information-theoretic methods based
on clustering comparison (e.g., Gates, Wood, Hetrick, & Ahn, 2017), or graph-size agnostic
topological methods, such as distances in persistent homology (Bergomi, Ferri, & Zuffi, 2017;
Reininghaus, Huber, Bauer, & Kwitt, 2015). Further, random null models that constrain specific
properties of the Mapper graph can be used to establish the significance of the observed
features, analogous to how random network models are used in network science. While
random topological models have been proposed (Costa & Farber, 2016; Kahle, 2009; Zuev,
Eisenberg, & Krioukov, 2015), few can be directly compared with the (typically irregular)
structures obtained from data (e.g., Young, Petri, Vaccarino, & Patania, 2017). Consequently,
the inability to make these direct comparisons could potentially impede statistical validation
of Mapper results.

Nonetheless, like any other machine learning technique, interpretation of Mapper results
should always be taken in the context of model parameters. Further, choice of filter functions
and other Mapper parameters also make this tool extremely versatile for both data exploration
and feature extraction in large, complex datasets (Phinyomark et al., 2017), for example by
providing topological maps of feature spaces that can guide the choice of relevant features.
Ultimately, the choice of filter function depends on both the data itself and the research ques-
tions at hand. For example, Supplemental Figure 2 (Supporting Information) shows how using
PCA as a linear filter function, Mapper is able to capture global differences in the data, such as
rest versus stimuli presentation. In addition to this global structure in the data, however, using
t-SNE as a nonlinear filter function, Mapper is able to capture additional local structure in the
data, as indicated by more fine-scale differentiation of different stimulus categories.

Conclusions

DyNeuSR is still in the early stages of development, and it has the potential to grow in exciting
and novel ways. Some future research directions include (a) developing a new filter function
for neuroimaging data that utilizes structural connectome; (b) linking the neurophysiological
correlates obtained from the Mapper shape graph to standard dynamic functional connectivity;
and (c) applying persistent homology to analyze DyNeuSR results.

As we continue to develop and refine DyNeuSR, we invite others to contribute. By making
DyNeuSR an open source tool, we hope that future work on DyNeuSR will be a collaborative
and productive effort. Thus, to accelerate such efforts and encourage distributed open source
development, our priorities include refactoring, testing, and documenting the codebase. Future
code development will also include integrating other tools from topological data analysis.

To help share this software with the neuroimaging community, we plan on developing
additional tutorials and examples demonstrating the use of Mapper in other neuroimaging
datasets. For example, in other disciplines, researchers often leverage Mapper to visualize
high-dimensional datasets and detect outliers in the data. We plan on exploring how re-
searchers can leverage DyNeuSR’s visualization tools to detect outliers in raw fMRI data
during preprocessing. We hope researchers can use DyNeuSR in combination with other
software packages for fMRI data preprocessing, such as fMRIPrep (Esteban et al., 2018) and
C-PAC (Sikka et al., 2014).
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We think DyNeuSR can offer unique insight into neuroimaging data analysis and visual-
ization. To this end, we also hope to integrate DyNeuSR with widely used Python software,
such as Nilearn (nilearn.github.io) and nipy (github.com/nipy/nipy). Finally, to improve the de-
scriptive power of DyNeuSR, we welcome the addition of network and simplicial packages
within DyNeuSR’s analytical framework, such as graph-tool (graph-tool.skewed.de), GUDHI
(gudhi.gforge.inria.fr), and SNAP (snap.stanford.edu).

MATERIALS AND METHODS

Datasets

We used the following two datasets: (a) synthetic 3-D trefoil knot data; and (b) real neuro-
imaging data from the Haxby visual decoding experiment. Below, we will briefly describe
each of these datasets.

Trefoil Knot. The first dataset consists of a synthetic set of data points sampled from a three-
dimensional trefoil knot. The space is parameterized by a set of sin and cos functions over
the domain (0, 2π) defining the position of n sampled points in x−, y−, and z−dimensions.
Specifically, the following equations describe the parameters:

φ ∈ [0, 2π]

x = sin (φ) + 2 cos (2φ)

y = sin (φ)− 2 cos (2φ)

z = − sin (3φ)

The code to sample data from these equations was implemented using the Numerical Python
(NumPy) software package. To see the Python code used to load and prepare the data, please
refer to the Jupyter notebook provided in Supplemental Data 1 (Supporting Information).

Haxby fMRI Dataset. We also explored a fMRI dataset from a study on face and object recog-
nition in the human ventral temporal cortex (Haxby et al., 2001). In this study, visual stimuli
from eight different categories were shown to six different subjects over 12 sessions per subject.
In each session, fMRI data were collected while subjects passively viewed grayscale images
from the eight different categories grouped into stimulus blocks and separated by periods of
rest. Specifically, during each 24-s block of images, each image was presented for 500 ms and
followed by an interstimulus interval (ISI) of 1,500 ms. The data were collected with a volume
repetition time (TR) of 2,500 ms, which means around nine volumes were collected for each
stimulus category per session. The fMRI data were stored as a 4-D NIfTI time series image,
consisting of 1,452 volumes with 40 × 64 × 64 voxels (i.e., corresponding to a voxel size =

3.5 × 3.75 × 3.75 mm). A NIfTI image mask of the ventral temporal cortex was used to extract
a subset of voxels relevant to visual decoding.

To download the Haxby dataset, we used Nilearn’s API. We also used Nilearn to load and
preprocess the NIfTI time series images and extract NumPy matrix representations for input
to Mapper. For each of the six subjects, we used as the input to Mapper a matrix with time
frames as rows and voxels as columns. Specifically, we used 242 time frames from Sessions 4
and 5, and we used voxels from each subjects’ ventral temporal cortex (e.g., 577 voxels for the
first subject, 348 voxels for the sixth subject). We used subject-specific NIfTI anatomical masks
provided with the dataset to identify the specific voxels corresponding to each subjects’ ventral
temporal cortex. We used Stochastic Neighborhood Embedding (t-SNE; Maaten & Hinton,
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2008) as a lens for filtering, and a resolution of 17 and gain of 3 (i.e., 66.7% overlap) as cover
parameters for binning. To see the Python code used to load and prepare the data, please refer
to the Jupyter notebook provided in Supplemental Data 2 (Supporting Information).

Mapper Implementation

In this work, we generated all shape graphs with the open source KeplerMapper Python
package (Saul & van Veen, 2017).

Overview of DyNeuSR

DyNeuSR is a Python package for interactive graph visualization and neuroscientific analysis
of Mapper-generated shape graphs.

Installation. DyNeuSR can be installed as a Python module and imported into any Python
environment. The current implementation requires Python 3.

Visualizing and Interacting with Shape Graphs. The primary way to visualize and interact with
the shape graph is through DyNeuSR’s web-based interface. This interface is automatically gen-
erated using a combination of HTML, JavaScript, and D3. As shown in Supplemental Figure 4
(Supporting Information), the interface is composed of three main parts: (a) an annotated shape
graph with a force-directed layout; (b) a panel with information about the shape graph (e.g.,
source file name, color legend); and (c) a hover box that displays information about individual
nodes (e.g., labels). Moreover, every node assigned more than a single color (or annotation) is
represented as a pie chart with slices proportional to the number of samples in each group.

Anchoring Shape Graphs into Brain Anatomy. To anchor the Mapper-generated graphical repre-
sentation in neurophysiology, DyNeuSR provides different ways to estimate and visualize rep-
resentative brain activation (and deactivation) maps for each node in the shape graph. Users
can generate plots of the estimated brain activation patterns using Nilearn, and the resulting
images can be included in the hover box assigned to each node in the shape graph.

Capturing Temporal Transitions in Brain Activity. DyNeuSR provides methods for capturing tem-
poral dynamics and transitions in data based on the shape graph. By default, after constructing
a NetworkX graphical object representation of the shape graph, DyNeuSR creates a temporal
connectivity matrix (TCM) based on the node membership and connectivity of time frames (or
samples). Specifically, the TCM encodes the similarity between all the time frames (or across
samples). The degree of nodes in the TCM can then be used to identify temporal transitions
associated with task-related brain activity (Saggar et al., 2018). For each node in the TCM,
the degree is estimated as the number of connecting nonzero edges. This approach can also
be used to describe the temporal (or sample) evolution of other graph metrics. At this time,
DyNeuSR only offers tools for estimating temporal connectivity using the normalized degree
of nodes in the shape graph. However, the code could easily be extended to leverage other
graph measures.

SUPPORTING INFORMATION

DyNeuSR is an open source project. The code, documentation, and example tutorials are
publicly available at http://bdl.stanford.edu/projects/dyneusr.

Supplementary figures, data, and movies are available at https://doi.org/10.1162/netn_a_
00093.
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